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Abstract. We address the six vertex model on a random lattice, which in combinatorial
terms corresponds to the enumeration of weighted 4-valent planar maps equipped with an
Eulerian orientation. This problem was exactly, albeit non-rigorously solved by Ivan Kostov
in 2000 using matrix integral techniques. We convert Kostov’s work to a combinatorial argu-
ment involving functional equations coming from recursive decompositions of the maps, which
we solve rigorously using complex analysis. We then investigate modular properties of the
solution, which lead to simplifications in certain special cases. In particular, in two special
cases of combinatorial interest we rederive the formulae discovered by Bousquet-Mélou and
the first author.

1. Introduction

Non-alternating
(weight t)

Alternating
(weight γt)

Figure 1. The two types of vertices in the six vertex model on a random lattice.

We determine the generating function Q(t, γ) which counts these weighted 4-valent planar
maps equipped with an Eulerian orientation with t counting vertices and γ counting alternating
vertices, that is vertices in which the two outgoing edges are opposite each other (see figure 1).
This is equivalent to the six-vertex model on dynamical random lattices, which was exactly, but
non-rigorously solved by Kostov in 2000 [Kos00] using matrix integral techniques, after work by
the second author [ZJ00]. In this article we give a purely combinatorial rephrasing of Kostov’s
arguments, yielding a (rigorous) exact solution. In doing so, we correct a mistake, yielding
a much simplified expression for Q(t, γ) compared to the (incorrect) expression that could be
extracted directly from [Kos00]. Our solution is in terms of the classical Jacobi theta function
ϑ ≡ θ1

ϑ(z) ≡ ϑ(z, q) = 2 sin(z)q1/8
∞∏
n=1

(1− 2 cos(2z)qn + q2n)(1− qn), (1)

= −i
∑
n∈Z

(−1)ne(n+1/2)2πiτ+(2n+1)iz, (2)

where q = e2πiτ . We will alternately see this as a power series in q or an analytic function of τ
and z. Our main theorem is the following:
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Theorem 1.1. Write γ = −2 cos(2α), and let q(t, γ) ≡ q = t + (6 γ + 6) t2 + · · · be the unique
formal power series in t with constant term 0 satisfying

t =
cosα

64 sin3 α

(
−ϑ(α, q)ϑ′′′(α, q)

ϑ′(α, q)2
+
ϑ′′(α, q)

ϑ′(α, q)

)
,

where all derivatives are with respect to the first variable. Moreover, define the series R(t, γ) by

R(t, γ) =
cos2 α

96 sin4 α

ϑ(α, q)2

ϑ′(α, q)2

(
−ϑ
′′′(α, q)

ϑ′(α, q)
+
ϑ′′′(0, q)

ϑ′(0, q)

)
.

Then the generating function of quartic rooted planar Eulerian orientations, counted by vertices,
with a weight γ per alternating vertex is

Q(t, γ) =
1

(γ + 2)t2
(
t− (γ + 2)t2 − R(t, γ)

)
.

Recently this problem has been considered in the combinatorics literature [BBMDP17, BMEP20,
EPG18]. In particular Bousquet-Mélou and the first author [BMEP20] exactly solved the un-
weighted case γ = 1 as well as the case γ = 0, which they showed, bijectively, to be equivalent
to the enumeration of Eulerian orientations. Their solution has a much simpler form than our
solution for general γ, in that the series R(t, γ) is the functional inverse of a simple hypergeo-
metric series in these cases. In the final sections, we show how to derive this solution from our
more general solution, and we find that similar simplifications occur whenever γ is of the form
2 cos(πk), for k ∈ Q. We note that [BMEP20] was combined with an early version of the present
work in the form of an extended abstract [BMEPZJ19].

The bijection used in [BMEP20] shows, more generally, that the generating function Q(t, γ)
counts planar maps equipped with an Eulerian partial orientation in which each edge may or may
not be directed, and each vertex has equally many incoming as outgoing edges. In this context
Q(t, γ) counts these partial orientations by edges (t) with a weight γ per undirected edge.

As noted in [BMEP20], Kostov’s work was largely overlooked in the combinatorics literature
due in part to the “unfamiliar language and techniques used”. One of our aims in this work is
to describe the techniques used in more combinatorial language, so that they can become more
familiar in combinatorics. Indeed, we expect that similar techniques could be applied to a wide
variety of functional equations appearing in combinatorics. As an example, the first author has
adapted these techiques to the enumeration of walks on various lattices by winding number (see
[EP20] for an extended abstract). More generally we note that there is a strong similarity to the
enumeration of certain lattice walks confined to a quadrant in terms of the Weierstrass elliptic
function [KR12, FR10, BBMR17].

The outline of this article is as follows: In Section 2, we derive a system of functional equa-
tions which characterises the generating function Q(t, γ). In Section 3 we solve these equations
under an assumption known generally as the one-cut assumption, thereby non-rigorously deriv-
ing Theorem 1.1. These two sections are essentially a rephrasing (and correction) of Kostov’s
work [Kos00]. We describe the relationship between our functional equations and the matrix
integral approach [Kos00, ZJ00] in Appendix A. In Section 4, we use our non-rigorously derived
solution to find the unique series satisfying the functional equations of section 2, thereby proving
Theorem 1.1. Sections 5, 6 and 7 are dedicated to analysing the series in Theorem 1.1. In
particular, in Section 5 we derive a differential equation relating the series Q(t, γ) to simpler
series. In Section 6, we use this differential equation to derive modular properties of the solution
for infinitely many values of γ. Finally, in Section 7, we analyse certain the solution for certain
specific such values of γ, including γ = 0 and γ = 1, in which cases we rederive the solutions of
[BMEP20].

2. Functional equations for Q(t, γ)

In this section we derive functional equations which characterise Q(t, γ) using the recursive
method à la Tutte [Tut63]. We describe the connection with the matrix model studied by Kostov
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and the second author [Kos00, ZJ00] in Appendix A. In particular, this section (and the start
of the next section) can be seen as a combinatorial rephrasing of the matrix integral approach,
after which we arrive at the same functional equations as Kostov.

We start with a bijection relating the generating function Q(t, γ) to a generating function
counting partially oriented 3-valent maps in which each vertex is incident to one incoming edge,
one outgoing edge and one undirected edge. In these maps there are two types of vertices, shown
in Figure 3, which we call right turn vertices and left turn vertices. Each right turn vertex is given
weight ω−1, each left turn vertex is given weight ω and each undirected edge is given weight t.
As usual, there is a unique root edge and incident root vertex such that the root edge is oriented
away from the root vertex. The sum of the resulting weights of all such maps is denoted by the
generating function C(t, ω). We will now prove the following lemma, relating C(t, ω) and Q(t, γ):

Lemma 2.1. The generating functions Q(t, γ) and C(t, ω) are related by the equation

Q(t, ω2 + ω−2) = C(t, ω)

Proof. Starting with a 4-valent Eulerian orientation, we split each vertex into a pair of three
valent vertices as shown in Figure 2 such that each resulting vertex is incident to one incoming
edge, one outgoing edge and one undirected edge. For alternating vertices there are two possible
choices, one with weight ω2t and one with weight ω−2t, while there is only one choice for non-
alternating vertices, and it has weight t. This explains the correspondence γ = ω2 + ω−2, as
this ensures that the total weight of the possible pairs of vertices 3-valent vertices is equal to
the weight of the original 4-valent vertex in each case. Finally note that we can reverse this
transformation by simply contracting all undirected edges.

OR

Non-alternating
Alternating

Figure 2. Transforming degree 4 vertices to pairs of degree 3 vertices.

Right turn
(weight ω−1)

Left turn
(weight ω)

Figure 3. The two vertex types allowed in the cubic partial Eulerian orientations.

In order to characterise the generating function C(t, ω) as the solution to a system of functional
equations, we introduce two new series W(x) ≡ W(t, ω, x) and H(x, y) ≡ H(t, ω, x, y). Each of
these series counts planar partial Eulerian orientations in which each non-root vertex is either
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a right-turn vertex or a left-turn vertex, the only difference being the weight and allowed types
of the root vertex. As usual, each right turn vertex (resp. left turn vertex) is given weight ω−1
(resp. ω) and each undirected edge is given weight t. For W(x), the root vertex may only be
adjacent to undirected edges, and the weight of this vertex is xk, where k is its degree. For
H(x, y) the root vertex has exactly one outgoing edge, which is the root edge, and exactly one
incoming edge. Each incidence between an undirected edge and the root vertex is either on the
left or right of these edges. The weight of the root vertex is xjyk, where j is the number of
incidences on the right of the two directed edges and k is the number of incidences on the left
of these two edges. We call maps counted by W(x) W-maps and we call maps counted by H(x)
H-maps.

The series H(t, ω, 0, 0) ≡ H(0, 0) then counts H-maps in which the root vertex is incident to
only two edges, one outgoing and one incoming. replacing these two edges with a single (root)
edge yields a C-map, hence H(t, ω, 0, 0) ≡ H(0, 0) = C(t, ω)

Figure 4. Left: a map which contributes ω−3x2y3t7 to H(x, y). Right: a map
which contributes ω3x7t8 toW(x). The root edges are marked by double arrows.

In forthcoming lemmas, we will show that these series are characterised by the following two
equations:

W(x) = x2tW(x)2 + ωxtH(x, 0) + ω−1xtH(0, x) + 1 (3)

H(x, y) = W(x)W(y) +
ω−1

y
(H(x, y)− H(x, 0)) +

ω

x
(H(x, y)− H(0, y)) . (4)

In particular, the main series of interest C(t, ω) is related to these by the equation

C(t, ω) = H(0, 0) =
[x1]W(x)

t(ω + ω−1)
.

Lemma 2.2. Equations (3) and (4) define unique series H(x, y) and W(x) in C[x, y][[t]] and
C[x][[t]], respectively.

Proof. Suppose the contrary and let W1(x),H1(x, y) and W2(x),H2(x, y) be distinct pairs of
series which solve the equations Then let k be minimal such that either

[tk]W1(x) 6= [tk]W2(x) or [tk]H1(x, y) 6= [tk]H2(x, y).

For j < k, we have [tj ]W1(x) = [tj ]W2(x) and [tj ]H1(x, y) = [tj ]H2(x, y), from which it follows
from (3) that [tk]W1(x) = [tk]W2(x). Hence, [tk]H1(x, y) 6= [tk]H2(x, y). Let r, s ∈ C satisfy
[tkxrys](H1(x, y) − H2(x, y)) 6= 0 such that r + s is maximal. Then the [tkxrys] coefficient of
the right hand side of (4) is equal for both solutions W1(x),H1(x, y) and W2(x),H2(x, y), so
[tkxrys](H1(x, y)− H2(x, y)) = 0, a contradiction.

Now we will give combinatorial proofs of (3) and (4).
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v0e v0e
v0

e

Γl

Γr

Figure 5. The three types of W-maps apart from the atomic map used in the
proof of Lemma 2.3.

Lemma 2.3. The series H(x, y) and W(x) satisfy the equation

W(x) = x2tW(x)2 + ωxtH(x, 0) + ω−1xtH(0, x) + 1.

Proof. Consider maps Γ which contribute to W(x). The situation where Γ is a single vertex
contributes 1 to W(x). Otherwise, we will consider three cases, illustrated in Figure 5. In each
case, let v0 be the root vertex and let e be the root edge. In the first case, the other end of
the root edge is a left-turn vertex. Contracting the root edge yields a H-map in which the root
vertex v0 has no incidences on the left of e, that is, map which contributes to H(x, 0). Hence
this case contributes ωxtH(x, 0). Similarly, the case where the other end of the root vertex is a
right turn vertex contributes ω−1xtH(0, x). In the remaining case, where both ends of the root
edge are attached to the root vertex, the map splits into two pieces Γr (right of the root edge),
and Γl (left of the root edge). The two maps Γl and Γr can be any pair of maps counted by
W(x), Hence this case contributes x2tW(x)2.

Adding the contributions from all four cases yields the desired equation

v0e v0e
v0

e

Γl

Γr

Figure 6. The three types of H-maps used in the proof of Lemma 2.4.

Lemma 2.4. The series H(x, y) and W(x) satisfy the equation

H(x, y) = W(x)W(y) +
ω−1

y
(H(x, y)− H(x, 0)) +

ω

x
(H(x, y)− H(0, y)) .

Proof. Consider maps Γ which contribute to H(x, y). We will consider three cases, illustrated in
Figure 6. In each case, let v0 be the root vertex and let e be the root edge. In the first case,
the other end of the root edge is a right-turn vertex. Contracting the root edge yield a H-map
Γ1 in which the root vertex has one more incidence on the left of e than in Γ. The map Γ1

can be any map contributing to H with at least one incidence to the root vertex on the left of
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e and such a map Γ1 uniquely determines Γ. Hence this case contributes ω
x (H(x, y) − H(0, y))

to H(x, y). Similarly, the second case, in which the other end of the root vertex is a right-turn
vertex contributes ω−1

y (H(x, y)− H(x, 0)).
In the remaining case, where both ends of the root edge are attached to the root vertex, the

map splits into two W-maps Γr (right of the root edge), and Γl (left of the root edge). If kl
and kr are the degrees of the root vertex in Γl and Γr, respectively, then the weight of the root
vertex of Γ is xkrykl , hence this case contributes W(x)W(y).

Adding the contributions from all four cases yields the desired equation.

3. Derivation of Theorem 1.1 making the one-cut assumption

In this section we solve the equations (3) and (4) derived in the previous section while making
an assumption known as the “one cut assumption” so it should not be seen as rigorous. Although
we believe that it is possible to prove this assumption directly, it is simpler to prove that our
solution satisfies equations (3) and (4), and is therefore the unique solution described by Lemma
2.2. We give this proof in the following section. This section closely follows the method Kostov
[Kos00] but we fix a mistake in one of his integrals.

As a first step, we fix ω ∈ C to satisfy |ω| = 1 and t ∈ R to be positive but small (t ∈ [0, 1
64 ] is

sufficient). We define four complex analytics functions W (0)(x), G(0)(x), Ḡ(0)(x) and H(0)(x, y)
of x (and y) as follows:

W (0)(x) =
1

x
W

(
1

x

)
H(0)(x, y) =

1

xy
H

(
1

x
,

1

y

)
G(0)(x) =

1

x
H

(
1

x
, 0

)
Ḡ(0)(x) =

1

x
H

(
0,

1

x

)
.

In particular, using simple bounds, these can be seen to converge for sufficiently large x and y.
In terms of these functions, equations (3) and (4) become:

0 = W (0)(x)2 − t−1(xW (0)(x)− 1) + ωG(0)(x) + ω−1Ḡ(0)(x), (5)

0 = W (0)(x)W (0)(y) +H(0)(x, y)(−1 + ωx+ ω−1y)− ωḠ(0)(y)− ω−1G(0)(x). (6)

Assumption (the “one-cut assumption”): The function W (0)(x) is analytic in x except
on a single cut [x1, x2] on the positive real line. Note that x1, x2 depend on t, but the dependence
is suppressed in the notation.

We apply this assumption immediately by taking the difference of (5) at x± i0, x ∈ (x1, x2):

0 = (W (0)(x+ i0)−W (0)(x− i0))(W (0)(x+ i0) +W (0)(x− i0)− t−1x)

+ ω(G(0)(x+ i0)−G(0)(x− i0)) + ω−1(Ḡ(0)(x+ i0)− Ḡ(0)(x− i0)) (7)

Similarly, by setting y = ω(1− ωx) in (6) we find:

(W (0)(x+ i0)−W (0)(x− i0))W (0)(ω − ω2x) = ω−1(G(0)(x+ i0)−G(0)(x− i0)) (8)

and by exchanging to the roles of x and y,

(W (0)(x+ i0)−W (0)(x− i0))W (0)(ω−1 − ω−2x) = ω(Ḡ(0)(x+ i0)− Ḡ(0)(x− i0)) (9)

Substituting back into (7) and dividing by W (0)(x + i0) − W (0)(x − i0), we obtain, for all
x ∈ (x1, x2):

0 = W (0)(x+ i0) +W (0)(x− i0)− x

t
+ ω−2W (0)(ω−1 − ω−2x) + ω2W (0)(ω − ω2x) (10)

Finally we have arrived at an equation considered by Kostov [Kos00]. The relation between
our deduction of this equation and Kostov’s deduction is described in more detail in Appendix
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A. Indeed, this equation had been deduced previously [ZJ00], Kostov’s major contribution was
a solution to this equation. Following Kostov, we consider the function

U(x) := xωW (0)

(
1

ω + ω−1
+ iωx

)
+ xω−1W (0)

(
1

ω + ω−1
− iω−1x

)
+

ix2

t(ω2 − ω−2)
− x

t(ω + ω−1)2
,

(11)

which is holomorphic in C minus the two cuts (iω)±1[x′1, x
′
2], where x′i is a translate of xi by

an explicit real constant. The reason for considering this function U(x) is that (10) takes the
following simple form in terms of U :

U(iω(x± i0)) = U(−iω−1(x∓ i0)), x ∈ (x′1, x
′
2). (12)

The expansion W (0)(x) = x−1 +O(x−2) at x→∞, yields the following two conditions

U(x) =
i

t(ω2 − ω−2)
x2 − 1

t(ω + ω−1)2
x+O(1/x) as x→∞, (13)∮

C

dx

2πx
U(x) = 1, (14)

where C surrounds the cut (iω)−1[x′1, x
′
2] anticlockwise. As we will see, (12), (13) and (14)

contain enough information to determine U(x) exactly.
Note that by expanding U(x) at infinity further than (13), i.e., U(x) =

∑∞
i=−2 Uix

−i, we can
extract from U(x) the same information as from W (0)(x). In particular,

U1 = 1− (ω + ω−1)[x−2]W (0)(x) = 1− t(ω + ω−1)2
(
1 + Q

(
t, ω2 + ω−2

))
. (15)

3.1. Solution in terms of theta functions

We now provide a parametric expression for U(x), following [Kos00]. This expression will
involved the classical Jacobi theta function θ1, which we denote by ϑ:

ϑ(z) ≡ ϑ(z, q) = 2 sin(z)q1/8
∞∏
n=1

(1− 2 cos(2z)qn + q2n)(1− qn), (16)

= ϑ(z|τ) = −i
∑
n∈Z

(−1)ne(n+1/2)2πiτ+(2n+1)iz, (17)

where q = e2πiτ and τ has positive imaginary part.
We will first parametrise the domain C∪ {∞} \ (iω[x′1, x

′
2]∪−iω−1[x′1, x

′
2]) on which U(x) is

meromorphic. To do this, we use the classical result (see for example [Gol69, Chapter 5, Section
1] for an equivalent statement with “cylinder" replaced by “annulus").

Theorem 3.1. Any doubly connected domain other than the puctured disk and punctured plane
is conformally equivalent to some cylinder.

In our case, this means that there is some τ ∈ iR+ and some conformal mapping

x :
{
z ∈ C

∣∣∣im(z) ∈
(
−πτ

2
,
πτ

2

)}
/πZ→ C ∪ {∞} \ (iω[x′1, x

′
2] ∪ −iω−1[x′1, x

′
2]).

In particular, this allows us to define V (z) = U(x(z)) in this region. By symmetry x(z) = x(z),
and we may assume that x(0) =∞ and that x sends the boundary −πτ2 +R/πZ to −iω−1[x′1, x

′
2].

Then the relation x(z) = X(z) applied to the boundary implies that for any r ∈ R,

x
(
r +

πτ

2

)
= −ω2x

(
r − πτ

2

)
= e−2iαx

(
r − πτ

2

)
,

where α is chosen so that ω = ie−iα, which gives γ = ω2 + ω−2 = −2 cos(2α). It follows from
the identities

ϑ(z + π) = −ϑ(z) and ϑ(z + πτ) = −e−iπτ−2izϑ(z),
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that the expression x(z)ϑ(z)/ϑ(z + α) must be an elliptic function of z, with π and πτ as
periods, which has at most one pole (at z = −α). In fact this expression must be constant,
as non-constant elliptic functions have at least 2 poles. Hence we can define x (analytically
extended to all of C) as follows:

Define the mapping x : C→ C by

x(z) = x0
ϑ(z + α|τ)

ϑ(z|τ)
.

The quantities x0 and τ will be determined later. Note that x(z) is a meromorphic function
whose poles form the lattice πτZ + πZ.

Now we determine V (z) ≡ U(x(z)). In this context, property (12) is equivalent to the
following for r ∈ R:

V
(
r − πτ

2

)
= V

(
r +

πτ

2

)
.

In particular, this implies that V (z) is elliptic with π and πτ as periods. Moreover, the only
singularity of V (z) is a double pole at z = 0, due to the double pole of U(x) at x =∞. Together,
these properties uniquely define V (z) as a linear transformation of the Weierstrass function:

V (z) ≡ U(x(z)) = a+ b℘(z), ℘(z) =
1

z2
+

∑
(m,n)6=(0,0)

(
1

(z + π(m+ nτ))2
− 1

π2(m+ nτ)2

)
.

The parameters τ, x0, a, b can be determined by the expansion of U at infinity (13) and the
normalization condition (14). We note that we can also write ℘(z) in terms of theta functions
as follows:

℘(z) =
ϑ′(z)2

ϑ(z)2
− ϑ′′(z)

ϑ(z)
+
ϑ′′′(0)

3ϑ′(0)
.

The three terms of expansion (13) provide three equations which determine x0, b and a in
terms of α and τ . We ignore the equation coming from the constant term, since this only
determines a, which plays no role in any further calculations. We are left with the equations:

b =
1

16t

cos(α)

sin3(α)

ϑ(α)2

ϑ′(α)2
, x0 =

cosα

2 sinα

ϑ′(0)

ϑ′(α)

The integral (14) can be computed; fixing a mistake in [Kos00, App. B.2] results in a massive
simplification:

t =
cosα

64 sin3 α

(
−ϑ(α|τ)ϑ′′′(α|τ)

ϑ′(α|τ)2
+
ϑ′′(α|τ)

ϑ′(α|τ)

)
. (18)

The last equation should be understood as an implicit equation for τ as a function of t; if we
want to return to formal power series, then it determines q = e2πiτ uniquely once we require
t ∼ q around 0, as claimed in Theorem 1.1.

Finally, by expanding U(x) one order further, one finds

tU1 =
cos2 α

96 sin4 α

ϑ(α|τ)2

ϑ′(α|τ)2

(
−ϑ
′′′(α|τ)

ϑ′(α|τ)
+
ϑ′′′(0|τ)

ϑ′(0|τ)

)
. (19)

Theorem 1.1 then follows due to (15), writing R(t, γ) = tU1, where γ = −2 cos(2α).

4. Proof of the Theorem 1.1 by guess and check

In our derivation of the result, we made an assumption known generally as the “one cut
assumption”. We believe that this could be proven directly as was done for a similar problem in
[BE11], Lemma 1.1. However, doing so would be very tedious and so we will prove our result in
a different way. To be precise, in this section we show that the series W and H corresponding
to the function U(x) form the unique pair of series satisfying the conditions of Lemma 2.2, and
therefore these are the series in question.

We start by defining the series W (0), G(0) and G
(0)

in terms of V (z) := a + b℘(z), where
a and b are defined as in the previous section. Although a has not been calculated explicitly,
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we note that its value has no effect on W (0)(y), G(0) and G
(0)

defined below. In the following
expressions, we use c = −ω − ω−1:

W (0)(y) := − 1

2π

∫ π

0

V (z − πτ
2 )x′

(
z − πτ

2

)(
y + c−1 − iωx(z − πτ

2 )
)
x
(
z − πτ

2

)dz.
G

(0)
(y) := −ω

−1

2π

∫ π

0

V (z − πτ
2 )x′

(
z − πτ

2

)
(y + c−1 − iωx(z − πτ

2 ))x
(
z − πτ

2

)W (0)
(
−c−1 − iω−1x

(
z − πτ

2

))
dz,

and

G(0)(y) := − ω

2π

∫ π

0

V (z − πτ
2 )x′

(
z − πτ

2

)
(y + c−1 − iωx(z − πτ

2 ))x
(
z − πτ

2

)W (0)
(
−c−1 − iω3x

(
z − πτ

2

))
dz.

As will become clear in the proofs of Lemmas 4.3 and 4.4 these formulae are specifically designed
to agree with the definition (11) of U(x) and satisfy equations (8) and (9). We then define

G(x) :=
1

x
G(0)

(
1

x

)
G(x) :=

1

x
Ḡ(0)

(
1

x

)
W(x) :=

1

x
W (0)

(
1

x

)
H(x, y) :=

xyW(x)W(y)− ωxG(x)− ω−1yG(y)

xy − ωx− ω−1y
.

The main result of this section is that this W(x) and H(x, y) are the unique series defined in
Lemma 2.2. The proof breaks into three parts:

• W(x) expands as a series in C[x][[t]] (Lemma 4.1),
• H(x, y) expands as a series in C[x, y][[t]] (Lemma 4.5),
• W(x) and H(x, y) satisfy (3) and (4) (Lemma 4.6).

We start by proving the equivalent statements for W (0)(x), G(0)(x), Ḡ(0)(x) and H(0)(x, y).

Lemma 4.1. For q sufficiently small, Each of the three functions W (0), G(0) and Ḡ(0) expands
as a series as y →∞, and this series lies in y−1C[y−1][[q]]. Equivalently, W(x), G(x) and G(x)
are all series in C[x][[q]] ≡ C[x][[t]].

Proof. We start by proving the result for W (0)(y). In this case, the integrand can be written as
∞∑
n=0

V (z − πτ
2 )x′

(
z − πτ

2

)
x
(
z − πτ

2

) (
iωx

(
z − πτ

2

)
− c−1

)n
y−1−n,

which converges as long as |y| >
∣∣iωx (z − πτ

2

)
− c−1

∣∣. Since x (z − πτ
2

)
is finite for z ∈ [0, π], it

is uniformly bounded, so the series converges for sufficiently large y independent of z. Now, each
y coefficient is a series in q with coefficients polynomial in e2iz and e−2iz, so the integral simply
extracts the constant terms in each of these polynomial and multiplies it by π. To see that this
series lies in y−1C[y−1][[q]], it suffices to observe that the expression iωx

(
z − πτ

2

)
−c−1 expanded

as a series in q has no constant term. Indeed, this implies that the coefficient [y−1−n]W (0)(y) is
divisible by q, or equivalently that the coefficient [qn]W (0)(y) is a polynomial in y−1 with degree
at most n+ 1.

Now we turn our attention to the functions G(0)(y). The only extra element to take into
account is the term W (0)

(
−c−1 − iω3x

(
z − πτ

2

))
in the integrand. We can directly expand this

as a series in q using our series for W (0)(y). To see that this is a series in C[eiz, e−iz][[q]], it
suffices to show that

(
−c−1 − iω3x

(
z − πτ

2

))−1 is in the same ring. Indeed, this follows from
the following two easily checked facts:

• The series
(
−c−1 − iω3x

(
z − πτ

2

))
lies in C[e2iz, e−2iz][[q]].

• Its leading term as a series in q is the constant ie−iα.
Since W (0)

(
−c−1 − iω3x

(
z − πτ

2

))
expands as a series in C[eiz, e−iz][[q]], this series converges

for sufficiently small q, independent of z. As in the case of W (0)(y), it follows that the series for
G(0)(y) around y → ∞ can be extract from the integral by deleting all terms e2niz for z 6= 0.
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This series G(0)(y) is therefore an element of y−1C[y−1][[q]]. The proof for Ḡ(0)(y) is essentially
identical to the proof for G(0) since the leading term of

(
−c−1 − iω−1x

(
z − πτ

2

))
as a series in

q is also a constant.

Lemma 4.2. The three functions W (0)(y), G(0)(y) and G
(0)

(y) are analytic except on a cut
[y0, y1] on the real axis.

Proof. First, we will show that for y /∈ R, the integrand for W (0)(y) is holomorphic for z ∈ [0, π],
as this will imply that W (0)(y) is itself holomorphic for y /∈ R. The expression

V (z − πτ
2 )x′

(
z − πτ

2

)
x
(
z − πτ

2

)
has no poles for z ∈ [0, π], so it suffices to show that (y+ c−1− iωx(z− πτ

2 )) has no roots in this
range. From the definition of x(z)

x(z) = x0
ϑ(z + α)

ϑ(z)
,

it follows that for z ∈ R,

x(z − πτ) = x(z + πτ) = −ω2x(z + πτ),

so iωx(z − πτ
2 )) ∈ R. Hence (y + c−1 − iωx(z − πτ

2 )) can only be 0 if y ∈ R.
This shows that the integrand for W (0)(y) has no poles when y ∈ C \ R, so W (0)(y) is

holomorphic in this region. it then follows that the integrands for G(0)(y) and Ḡ(0)(y) have no
poles for y ∈ C \ R, so G(0)(y) and Ḡ(0)(y) are also holomorphic in this region.

Finally, from Lemma 4.1, we know that W (0)(y), G(0)(y) and Ḡ(0)(y) have power series
expansions for large y. This implies that the cut on the real axis for each of these functions is
finite.

Lemma 4.3. The function W (0)(y) satisfies (11):

yωW (0)

(
1

ω + ω−1
+ iωy

)
+ yω−1W (0)

(
1

ω + ω−1
− iω−1y

)
= U(y)− iy2

t(ω2 − ω−2)
+

y

t(ω + ω−1)2

Proof. Using our definition of W (0)(y), we can rewrite the left hand side as

− 1

2π

∫ π

0

V (z − πτ
2 )x′

(
z − πτ

2

)
x
(
z − πτ

2

) (
yω

iωy − iωx(z − πτ
2 )

+
yω−1

−iω−1y − iωx(z − πτ
2 )

)
= − 1

2π

∫ π

0

V (z − πτ
2 )x′

(
z − πτ

2

)
x
(
z − πτ

2

) (
−iy

y − x(z − πτ
2 )

+
iy

y − x(z + πτ
2 )

)
.

Since
V (z − πτ

2 )x′
(
z − πτ

2

)
x
(
z − πτ

2

)
is fixed under translating z by πτ and the entire integrand is fixed under z → z+π, the integral
can be rewritten as an integral over the closed loop C which travels anticlockwise around the
border of the rectangle with corners −πτ2 , π − πτ

2 , π + πτ
2 and πτ

2 :

1

2πi

∫
C

V (z)x′ (z)

x (z)

y

x(z)− y
dz.

The value of this is precisely the sum of the residues inside the rectangle, where we include the
residue at 0 but not at π. The poles in this region are at 0, −α and the unique point zy satisfying
x(zy) = y (recalling that this is unique as long as y is not on a cut of U). The residues at the
three poles 0, −α and zy are −ϑ

′(0)y(yϑ′(0)−2x0ϑ
′(α))

x2
0ϑ(α)

2 b, −V (α) and V (zy). Using our equations
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for x0 and b, the residue at 0 can be rewritten as −i y2

t(ω2−ω−2) + y
t(ω+ω)2 . Then adding these

residues yields exactly the desired formula.

Lemma 4.4. The series W (0)(y), G(0)(y) and Ḡ(0)(y) satisfy equations (7), (8), (9) and (10)
for y ∈ R.

Proof. We will prove the four equations in reverse order, starting with (10):

W (0)(y + i0) +W (0)(y − i0) + ω−2W (0)(ω−1 − ω−2y) + ω2W (0)(ω − ω2y) =
y

t
.

This follows immediately from (11) taking the difference over the cut. Now we move on to (9):

(W (0)(y + i0)−W (0)(y − i0))W (0)(ω−1 − ω−2y) = ω(Ḡ(0)(y + i0)− Ḡ(0)(y − i0)).

Equivalently, we need to show that the expresion

−W (0)(y)W (0)(ω−1 − ω−2y) + ωḠ(0)(y)

does not have a cut on the real axis. This expression can be written as the following integral:

1

2π

∫ π

0

V (z − πτ
2 )x′

(
z − πτ

2

)(
y + c−1 − iωx(z − πτ

2 )
)
x
(
z − πτ

2

)(
W (0)(ω−1 − ω−2y)−W (0)

(
−c−1 − iω−1x

(
z − πτ

2

)))
dz.

as in the proof of lemma 4.2, the only possible pole of the integrand occurs when y + c−1 =
iωx(z − πτ

2 ), however there is a root in the expression

W (0)(ω−1 − ω−2y)−W (0)
(
−c−1 − iω−1x

(
z − πτ

2

))
at this point, so the integrand does not have a pole. This comletes the proof of (9). The proof
of (8) is essentially identical. Finally we will prove that these series satisfy (7):

0 = (W (0)(y + i0)−W (0)(y − i0))(W (0)(y + i0) +W (0)(y − i0)− t−1y)

+ ω(G(0)(y + i0)−G(0)(y − i0)) + ω−1(Ḡ(0)(y + i0)− Ḡ(0)(y − i0)) (20)

This follows by multiplying both sides of (10) by (W (0)(y+ i0)−W (0)(y− i0)) then substituting
the formulas (8) and (9).

Lemma 4.5. The series H(x, y) lies in C[x, y][[t]].

Proof. It follows from (8) and (9) that the expression

W (0)(y)W (0)(ω−1 − ω−2y)− ωḠ(0)(y)− ω−1G(0)(ω−1 − ω−2y),

is holomorphic in y. in C. Moreover, this converges to 0 as y →∞, so it must be identically 0.
Converting this to the series W, G and G yields

y2

ω−1y − ω−2
W(y)W

(
y

ω−1y − ω−2

)
− ωyG(y)− ω−1y

ω−1y − ω−2
G

(
y

ω−1y − ω−2

)
= 0.

Hence, the expression
xyW(y)W (x)− ωyG(y)− ω−1xG(x)

is 0 whenever x and y satisfy
xy − ωy − ω−1x = 0.

Since the right hand side is a series in C[x, y][[t]], each t coefficient must be a polynomial in x
and y which is sent to 0 when xy−ωy−ω−1x = 0. This imples that xy−ωy−ω−1x is a divisor
of each such polynomial, so we can divide by xy − ωy − ω−1x. Hence

H(x, y) :=
xyW(y)W (x)− ωyG(y)− ω−1xG(x)

xy − ωy − ω−1x
lies in C[x, y][[t]].
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Lemma 4.6. The series H(x, y) and W(x) satisfy equations (4) and (3).

Proof. It follows from (7) that the expression

W (0)(y)2 − t−1yW (0)(y) + ωG(0)(y) + ω−1Ḡ(0)(y)

is holomorphic in C. Moreover, this converges to 0 as y → ∞, so it must be identically 0.
Converting this to the series W, G and G yields

y2W(y)2 − t−1W(y) + ωyG(y) + ω−1yG(y) = 0.

From the definition of H(x, y), we have H(x, 0) = G(x) and H(0, y) = G(y), so the equation above
can be rewritten as

W(y) = ty2W(y)2 + tωyH(y, 0) + tω−1yH(0, y) = 0,

which is precisely equation (3). Moreover, the definition of H(x, y) can be rewritten as

(xy − ωy − ω−1x)H(x, y) = xyW(y)W (x)− ωyH(0, y)− ω−1xH(x, 0),

which is precisely equation (4).

Therefore, H(x, y) and W(x) are the unique series described by Lemma 2.2, which enumerate
the classes partial of orientations described in Section 2. This completes the proof our results in
section 3 and, as a consequence, we have proved Theorem 1.1:

t =
cosα

64 sin3 α

(
−ϑ(α, q)ϑ′′′(α, q)

ϑ′(α, q)2
+
ϑ′′(α, q)

ϑ′(α, q)

)
,

R(t, γ) =
cos2 α

96 sin4 α

ϑ(α, q)2

ϑ′(α, q)2

(
−ϑ
′′′(α, q)

ϑ′(α, q)
+
ϑ′′′(0, q)

ϑ′(0, q)

)
,

Q(t, γ) =
1

(γ + 2)t2
(
t− (γ + 2)t2 − R(t, γ)

)
.

5. Differential equation

This section is dedicated to the derivation of a differential equation satisfied by the functional
inverse of our generating series R ≡ R(t, γ), which we denote by t(R). This equation will be
useful in the next section, where we derive modular properties of our solution.

Since both R and t have constant term 0 and linear term q as series in q, any of the t, q and
R can be written as a series in any of the others. The initial terms of these six series are given
below

t(q) = q − 6(ω2 + 1 + ω−2)q2 + 3(9ω4 + 20ω2 + 26 + 20ω−2 + 9ω−4)q3 +O(q4),

t(R) = R + (ω + ω−1)2R2 + 2(ω + ω−1)2(2ω2 + 3 + ω−2)R3 +O(R4),

q(t) = t+ 6(ω2 + 1 + ω−2)t2 + 3(15ω4 + 28ω2 + 46 + 28ω−2 + 15ω−4)t3 +O(t4),

q(R) = R + (7ω2 + 8 + 7ω−2)R2 + (61ω4 + 134ω2 + 206 + 134ω−2 + 64ω−4)R3 +O(t4),

R(q) = q − (7ω2 + 8 + 7ω−2)q2 + (37ω4 + 90ω2 + 118 + 90ω−2 + 37ω−4)q3 +O(q4),

R(t) = t− (ω + ω−1)2t2 − 2(ω + ω−1)2(ω + 1 + ω−1)(ω − 1 + ω−1)t3 +O(t4).

We also introduce an auxiliary series A:

A =
ϑ′(α|τ)

ϑ(α|τ)
(21)

where the prime (as always) indicates differentiation with respect to the first parameter. On the
other hand, we denote by D the differential operator

D := q
d

dq
=

q(t)

q′(t)

d

dt
=

1

2πi

d

dτ

where q = e2πiτ .
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We begin with the following lemma which allows both R(t) and t to be written in terms of A:

Lemma 5.1. The following formulae hold:

t = − cosα

8 sin3 α
D(A−1) (22)

DR = − cos2 α

8 sin4 α
D2(A−1)A−1 (23)

Proof. The first identity easily follows from (18) and (21) by using the heat equation satisfied
by ϑ:

ϑ′′(z|τ) + 8Dϑ(z|τ) = 0

As to the second identity, we again use the heat equation to convert τ -derivatives of ϑ(z, τ)
to z-derivatives. Writing the resulting expression in terms of A and its derivatives, we find

DR +
cos2 α

8 sin4 α
D2(A−1)A−1 =

cos2 α

1536 sin4 α
(2A−2f(α) +A−3f ′(α)),

where f(z) is given by

f(z) = −4ϑ′′′(0|τ)

ϑ′(0|τ)
A′(z) +

ϑ(5)(0|τ)

ϑ′(0|τ)
− ϑ′′′(0|τ)2

ϑ′(0|τ)2
+A′′′(z) + 6A′(z)2,

so it suffices to show that f(z) = 0. To show this, we first note that the periods π and πτ of
A′(z) are also periods of f(z). Moreover, the only possible pole of f(z) is the pole 0 of A(z),
however, expanding f(z) directly as a series around z = 0, we find that f(z) = O(z). It follows
that f(z) is an elliptic function with no poles, so it must be constant. Moreover, since f(0) = 0,
it follows that f is the zero function.

We can now state our result:

Proposition 5.2. t(R) satisfies the differential equation

d2t

dR2
− S t = 0 (24)

where

S =
8 sin4 α

cos2 α

A2

DR
(25)

Proof. Write
dt

dR
=

Dt

DR
= tanαA

where the last equality follows from the application of both formulae (22)–(23). Differentiate
once more:

d2t

dR2
= tanα

DA

DR
= − tanαA2D(A−1)

DR
= S t

where we applied again (22).

For the sake of completeness, we mention a similar equation satisfied by A:

Proposition 5.3. A(R) satisfies the differential equation

d2A

dR2
− T

dA

dR
− SA = 0 (26)

where T = dS/dR
S . Furthermore, any solution of this equation is a linear combination of A(R)

and τ(R)A(R).
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Proof. The proof of (26) is elementary (and similar to that of (24)), so that we shall skip it.
Consider now a general solution of (24) of the form fA, and write the differential equation
satisfied by the Wronskian

Wr :=

∣∣∣∣ A fA
dA
dR

d(fA)
dR

∣∣∣∣ = A2 df

dR

From (24) it satisfies d logWr
dR = T = d log S

dR , which means Wr is proportional to S. Substituting
(25), we conclude that df

dR is proportional to dτ
dR , so that f = aτ + b for some constants a, b.

6. Modular properties of the solution

In this section we show that both R(τ) and S(τ) are modular functions in the cases when α
is a rational multiple of π, implying that in these cases there is some non-zero polynomial P
satisfying P (S,R) = 0. As a consequence, we show the following theorem:

Theorem 6.1. If α = M
N π for some M,N ∈ Z (with 2M/N /∈ Z), then the series t(R) is

D-finite, meaning that it satisfies a non-trivial differential equation with coefficients polynomial
in R.

In the following section we determine this differential equation explicitly for certain specific
values of α. We will assume in this and the next section that α = M

N π.
If α ∈ πZ Then the function A is not defined, as the denominator ϑ(α|τ) in its definition is

0. If α ∈ π
2 + πZ, then S is not well defined. For the remainder of this section we will assume

that 2α /∈ πZ, we note then that all series are well defined and are not identically 0.
Consider the standard action of the modular group PSL2(Z) on the upper half plane H,

defined by [
a b
c d

]
· τ =

aτ + b

cτ + d
.

And consider the subgroup Γ1(N) of PSL2(Z) of these matrices for which (c, d) ≡ (0, 1) modulo
N . We will prove in this section that R(τ) and S(τ) are modular functions in the sense that they
are fixed under the action of Γ1(N).

We start with a result of Hermite [Her58], which states that for any matrix

γ =

[
a b
c d

]
∈ SL2(Z),

the following equation holds:

(cτ + d)−
1
2ϑ

(
z,
aτ + b

cτ + d

)
= eKπi/4 exp

(
ic(cτ + d)

π
z2
)
ϑ(z(cτ + d), τ). (27)

for some K ∈ Z depending only on γ. If γ ∈ Γ1(N), we can write c = Nc1 and d = Nd1 + 1,
and we can relate ϑ(z(cτ + d), τ) to ϑ(z, τ). this leads to the equation

(cτ + d)−
1
2ϑ

(
α,
aτ + b

cτ + d

)
= (−1)Md1eKπi/4 exp

(
−M

2

N
c1i−M2c1d1i

)
ϑ(α, τ)

in these cases. For our puposes it will be sufficient to notice that the factor on the right hand
side does not depend on τ . Calling this factor J , the equation becomes

(cτ + d)−
1
2ϑ

(
α,
aτ + b

cτ + d

)
= Jϑ(α, τ). (28)

Taking the log derivative of (27), we see that
ϑ′

ϑ

(
z,
aτ + b

cτ + d

)
=

2izc(cτ + d)

π
+ (cτ + d)

ϑ′

ϑ
(z(cτ + d), τ).

Again, if γ ∈ Γ1(N), we can relate ϑ (α(cτ + d), τ) to ϑ(α, τ), which yields
ϑ′

ϑ

(
α,
aτ + b

cτ + d

)
= (cτ + d)

ϑ′

ϑ
(α, τ),
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so A(τ) = ϑ′(α,τ)
ϑ(α,τ) is a modular function of weight 1 on Γ1(N). Multiplying this by (28) yields

ϑ′
(
α,
aτ + b

cτ + d

)
= J(cτ + d)3/2ϑ′(α, τ).

We then take the log derivative with respect to τ to obtain

(cτ + d)−2
ϑ′′′

ϑ′

(
α,
aτ + b

cτ + d

)
=

3

2

c

cτ + d
+
ϑ′′′

ϑ′
(α, τ).

We can prove that the same equation holds when we replace α by 0 on the whole group SL2(Z).
It follows that R(τ) is a modular function of weight 0 on Γ1(N), so it is algebraically related to
the j-invariant.

As an immediate consequence, the function S(τ), given by

S =
8 sin4 α

cos2 α

A2

DR

is also a modular function on Γ1(N), so it algebraically related to the j-invariant. In particular,
this implies that S is an algebraic function of R, so (24) is a differential equation for t(R) with
coefficients algebraic in R.

Note that R(τ) and S(τ) being modular functions of this form means that they can be seen as
meromorphic functions on the space H/Γ1(N). This space naturally identifies with the moduli
space of elliptic curves with a marked point of order N [DS06, §1.5].

It is known that for N ≤ 10 and N = 12, the moduli space H/Γ1(N) is of genus 0 (cf [FK01,
p112], where Γ1(N) is denoted G(N)). This implies that there is a modular function h(τ) (so-
called Hauptmodul) such that all modular functions are rational functions of h (see e.g. [Yan04]
for some explicit formulae). Hence in these cases, t is D-finite of order 2 as a series in h,
while R is a rational function of h. More generally, we can use the following classical result
(see [Poi84, Sch75, JPP19]) to show that t is D-finite in R, though the order of the differential
equation will, in general, be greater than 2.

Proposition 6.2. If a power series f(r) satisfies a non-trivial linear differential equation in
r, with coefficients algebraic in r, then it satisfies a linear differential equation with coefficients
polynomial in r - in other words, f(r) is a D-finite power series.

For the convenience of the reader we outline a proof of this theorem below.

Proof. By the assumption, there is some equation

f (n)(r) +

n−1∑
j=0

ajf
(j)(r),

where each aj is algebraic in r. Equivalently,

f (n)(r) ⊂ R(r, a0, . . . , an−1)〈f, f ′, . . . , f (n−1)〉.

Taking successive derivatives, we see that f (k)(r) is in this set for all positive integers k. The next
ingredient is that, because aj is algebraic, R(r, aj) = R(r)[aj ], and this is a finite dimensional
vector space over R(r). In the end, this means that all of the derivatives f (k)(r) lie in a finite
dimensional vector space, so they are linearly dependant.

7. Particular cases

The previous section showed that when α/π is a rational number M/N , the generating series
possess remarkable additional properties. We now investigate some special cases corresponding
to some values of the denominator N . In particular, we recover some remarkable identities of
Ramanujan [Ram00, Ber98].
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7.1. γ = 1

This case is natural from a combinatorial perspective as it corresponds to pure enumeration
of quartic Eulerian orientations [BBMDP17, EPG18, BMEP20], and to the value α = π/3, i.e.,
N = 3.

Define [k] = η(qk) where η(q) = q1/24
∏∞
n=1(1− qn) and define h by:

h =

(
[3]

[1]

)12

. (A121590)

This is a standard choice of Hauptmodul for Γ1(3),1 i.e., a particular rational parameterization
of the moduli space H/Γ1(3). One easily computes the various q-series using the product form
of ϑ(z) ≡ ϑ(z, τ):

ϑ(α)/
√

3 = [3]

√
3A = 1 + 6

∞∑
n=1

qn

1 + qn + q2n
=
∑
m,n∈Z

qm
2+mn+n2

(A004016; see also A002324)

S/6 =
(1 + 27h)2

h
=

1

R(1− 27R)
(A030197)

R =
h

1 + 27h
=

1

27

(∑
m,n∈Z+1/3 q

m2+mn+n2∑
m,n∈Z q

m2+mn+n2

)3

(numerator is A106402)

(see e.g. [BBG95] for the identities relating these various q-series) where we have also provided
the OEIS references for convenience. Note that R and h are rational functions of each other, so
R is a Hauptmodul. As a consequence, the differential equation (24) has rational coefficients;
explicitly,

d2t

dR2
− 6

R(1− 27R)
t = 0. (29)

This is precisely the Q-form of a hypergometric differential equation. One finds that the solution
with correct initial conditions is

t = R 2F1(1/3, 2/3; 2; 27R),

which is exactly the expression used to define R(t, 1) in [BMEP20]. Furthermore, we note that
the differential equation (26) is also of hypergeometric type:

d2A

dR2
− 1

27− R

dA

dR
− 1

R(1− 27R)
A = 0

and its solution is given by
√

3A = 2F1(1/3, 2/3; 1; 27R). Its other independent solution τA is
given by τA = 2F1(1/3, 2/3; 1; 27(1− R)). This implies Ramanujan’s identity [Ram00]

q = exp

(
− 2π√

3

2F1(1/3, 2/3; 1|27(1− R))

2F1(1/3, 2/3; 1|27R)

)
.

7.2. γ = 0

Combinatorially this corresponds to the enumeration of quartic Eulerian orientations with
no alternating vertices. This case was considered (and solved) in [BMEP20], as they proved
bijectively that it also corresponds to the enumeration of Eulerian oriantations by edges (with
no restriction on vertex degrees). This problem is also equivalent to a special case of the ABAB
model [KZJ99], as can be seen by comparing (1.4) in [KZJ99] at c = d = 0 to (32) (at γ = 0).

In this case, α = π/4, so N = 4.

1One may consult [Mai09, Tables 2 and 3] which provides Hauptmoduls for Γ0(N), noting that Γ1(N) ∼= Γ0(N)

for N = 2, 3, 4, 6.

https://oeis.org/A121590
https://oeis.org/A004016
https://oeis.org/A002324
https://oeis.org/A030197
https://oeis.org/A106402
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The expressions are very similar to the case N = 3 and match with another famous identity
of Ramanujan. We have:

ϑ(α)/
√

2 = q1/8
[1][4]

[2]
(A106459)

A = 1 + 4

∞∑
m=1

qn

1 + q2n
=
(∑
n∈Z

qn
2
)2

=
[2]10

[1]4[4]4
(A004018; see also A002654)

h =

(
[4]

[1]

)8

(A092877)

S/4 =
(1 + 16h)2

h
=

1

R(1− 16R)
=

(
[2]2

[1][4]

)24

(A097340)

R =
h

1 + 16h
=

[1]8[4]16

[2]24
=

1

16

(∑
n∈Z+1/2 q

n2∑
n∈Z q

n2

)4

(A005798)

Once again, R, just like h, provides a rational parameterization of H/Γ1(4), and the differential
equation (24)

d2t

dR2
− 4

R(1− 16R)
t = 0

is the Q-form of a hypergometric differential equation, with solution

t = R 2F1(1/2, 1/2; 2; 16R).

This is the expression used to define R(t, 0) in [BMEP20]. Furthermore, we note that the
differential equation (26) is also of hypergeometric type, and its two independent solutions are
given by A = 2F1(1/2, 1/2; 1; 16R) and τA = 2F1(1/2, 1/2; 1; 16(1−R)); leading to Ramanujan’s
identity [Ram00]

q = exp

(
−2π

2F1(1/2, 1/2; 1|16(1− R))

2F1(1/2, 1/; 1|16R)

)
.

For N ≥ 5, one can check by direct inspection that R is not a Hauptmodul for H/Γ1(N).
In what follows we provide examples of explicit differential equations for N = 5, 6. Let us first
discuss N = 6, since it is simpler.

7.3. γ = −1

For γ = −1, i.e., α = π/6, the coefficients of Q(t,−1) are given by the number of quartic
Eulerian orientations with an even number of alternating vertices minus the number with an
odd number of alternating vertices.

The compactified moduli space H/Γ1(5) ∼= P1 has 4 logarithmic cusps, corresponding to
τ = i∞, 0, 1/2, 1/3. One can check by using modular transformations of theta functions that R
and S−1 are regular at the first three, whereas they have poles at the last:

R =
1

32v2
+

1

16v
+

9

32
+

5v

8
+

19v2

16
+

9v3

16
− 15v4

8
− 5v5 +O(v6)

S−1 = − 1

256v4
− 3

256v3
− 3

256v2
+

13

256v
+

9

32
+

129v

256
− 37v2

128
+O(v3)

where τ =
1

3
+ iε, v = e

2πi
3 −

π
9ε .

As a consequence, the functions 1,R,R2,R3,R4,S−1,S−1R,S−1R2,S−2 each have a pole of order
at most 8 at this cusp. Hence there is some non-trivial linear combination of these functions
wich no such pole. By solving the relevant linear equations, we find the following example:

Q(R,S−1) = 256R4 − 264R3 + 128R2S−1 + 3R2 − 64RS−1 + 5R + 16S−2 − 10S−1.

https://oeis.org/A106459
https://oeis.org/A004018
https://oeis.org/A002654
https://oeis.org/A092877
https://oeis.org/A097340
https://oeis.org/A005798
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Q(R,S−1) is holomorphic everywhere on H/Γ1(5), so it must be a constant function. Moreover
it vanishes at τ = i∞ (q = 0), so it is identically zero.

In other words, we have found a polynomial equation relating R and S, namely

256R4S2 − 264R3S2 + 3R2S2 + 128R2S + 5RS2 − 64RS− 10S + 16 = 0.

This is the equation of an elliptic curve with a nodal singularity, so that it is of (geometric)
genus 0, as expected. In this case the rational parameterization is easily found by hand:

R = h(1 + 2h),

S/2 =
1

h(1 + h)(1 + 4h)(1− 8h)
.

and agrees with a known Hauptmodul for Γ1(6) ∼= Γ0(6):

h =

(
[1][6]3

[2][3]3

)3

. (A123633)

as can be proven in a similar way as above, by checking the relations between h and R, S at all
would-be poles.

Replacing, we find the differential equation

d2t

dh2
− 4

1 + 4h

dt

dh
− 2(1 + 4h)

h(1 + h)(1− 8h)
t = 0.

This equation has 5 singularities, so is not of hypergeometric type.

7.4. γ = 1+
√
5

2

N = 5, M = 1, 2 correspond respectively to γ = 1∓
√
5

2 , which are trivially related to each
other; we pick γ = 1+

√
5

2 . The reasoning is similar to the previous section, and we skip the
details.

Again, one can check that R and S satisfy a polynomial equation. We will not need the exact
form, but its Newton polygon is

S

R

Each red dot at a point (j, k) represents a monomial cRjSk in the polynomial. The resulting pla-
nar curve of values (R,S) has three singular points, so that its (geometric) genus is 0, as expected.
Rather than working out its rational parameterization, one can use the known expression for a
Hauptmodul of Γ1(5), namely

h = q

∞∏
n=0

(1− q5n+1)(1− q5n+4)

(1− q5n+2)(1− q5n+3)
, (A078905)

https://oeis.org/A123633
https://oeis.org/A078905
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where, as in previous sections, we have chosen h = q + O(q2). In terms of this Hauptmodul h,
one has

R =
h
(

1− 1+
√
5

2 h
)

(
1 + (2 +

√
5)h
)3

S = (5 +
√

5)

(
1 + (2 +

√
5)h
)6

h
(

1− 11−5
√
5

2 h
)(

1− 11+5
√
5

2 h
)2 (

1−
√
5−1
2 h

)
The differential equation is then

d2t

dh2
+

13 + 7
√

5− (36
√

5 + 82)h+ (29 + 13
√

5)h2(
1−

√
5−1
2 h

) (
1 + (2 +

√
5)h
) (

1− 11+
√
5

2 h
) dt

dh

− 10(3 +
√

5)

(
1 + (

√
5 + 2)h

)4(
1− 11+5

√
5

2 h
)2 (

1− 11−5
√
5

2 h
)2 t = 0

which has 5 singularities, so is once again not hypergeometric.

Appendix A. The matrix model approach

In this appendix we describe the matrix model approach and how one can use it to deduce
the equations (5) and (6).

A.1. Definition of the model

Following [ZJ00] and [Kos00], we introduce the following matrix integral:

ZN =

∫
dXdX† exp

[
N tr

(
−XX† + tX2X†2 +

γt

2
(XX†)2

)]
(30)

where integration is over N ×N complex matrices, and X† denotes the conjugate transpose of
X. Then

2t
∂

∂t
logZN =

∑
g≥0

Q(g)(t, γ)N2−2g, (31)

where each series Q(g)(t, γ) is the genus g analogue of Q(t, γ) ≡ Q(0)(t, γ).
The first step is to rewrite ZN :

ZN =

∫
dAdXdX† exp

[
N tr

(
− 1

2t
A2 −XX† + (ωXX† + ω−1X†X)A

)]
(32)

where A is integrated over Hermitian matrices with its flat measure and the same normalization
as before (in particular ZN (t = 0) := 1). Performing the Gaussian integral over A, we recover
(30).

Combinatorially, this corresponds to the bijection depicted in Figure 2, where each 4-valent
vertex is split into a pair of three valent vertices such that each resulting vertex is incident to
one incoming edge, one outgoing edge and one undirected edge. In the resulting map there are
two types of vertices, shown in Figure 3, which we call right turn vertices and left turn vertices.
Each right turn vertex is given weight ω−1, each left turn vertex is given weight ω and each
undirected edge is given weight t. The undirected edges then correspond to the matrix A in 32.

For any function F of X, X†, A, denote

〈F 〉 := Z−1N

∫
dAdXdX† F eNS , S := tr

(
− 1

2t
A2 −XX† + (ωXX† + ω−1X†X)A

)
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We are then interested in the quantity:

W (x) =

〈
tr

1

x−A

〉
(33)

which has the following interpretation. Write

W (x) =
∑
g≥0

W (g)(x)N1−2g, W (g)(x) =
δg,0
x

+
∑
n≥1

W
(g)
n

xn+1

Then W
(g)
n is the generating series of rooted partial Eulerian orientations of genus g in which

each non-root vertex is either a right turn vertex or a left turn vertex and the root vertex is
incident to exactly n undirected edges and no directed edges.

A.2. Loop equations

In this section we use the matrix model to rederive the equations (5) and (6), which charac-
terise the series W (0)(x). Kostov derived equation (19) in a slightly different way, by seeing the
function ρ(x) = W (0)(x + 0i) −W (0)(x − 0i) as being related to the N → ∞ spectral density
of the eigenvalues of the matrices defining ZN . Kostov’s perspective is perhaps harder to make
rigorous, though it does give an intuition behind the one cut assumption.

Following a standard approach (see e.g. [BE11] for a similar model), we write loop equations
satisfied by W (x).

First we introduce some auxiliary correlation functions:

W (x, y) =

〈
tr

1

x−A
tr

1

y −A

〉
(34)

G(x) =

〈
tr

1

x−A
XX†

〉
, Ḡ(x) =

〈
tr

1

x−A
X†X

〉
(35)

H(x, y) =

〈
tr

1

x−A
X

1

y −A
X†
〉

(36)

Just like W (x), these correlation functions can be interpreted combinatorially. For now, all that
we need to know is that G(x), Ḡ(x) (resp. W (x, y), H(x, y)) are the weighted enumeration of
maps with one boundary (resp. two boundaries), where the power of N is its Euler–Poincaré
characteristic χ. Note that in the two-boundary case, the surface is not necessarily connected;
in particular, the leading contribution at N →∞ corresponds to the topology of two disks, i.e.,
W (x, y)

N→∞∼ N2W (0)(x)W (0)(y).
Expressing that the integral of a total derivative is zero, one has

0 = Z−1N

∫
dXdX†dA tr

∂

∂A

(
1

x−A
eNS

)
(37)

=

〈(
tr

1

x−A

)2

−Nt−1 tr
A

x−A
+N tr

1

x−A
(ωXX† + ω−1X†X)

〉

Similarly,

0 = Z−1N

∫
dXdX†dA tr

∂

∂X

(
1

x−A
X

1

y −A
eNS

)
(38)

=

〈
tr

1

x−A
tr

1

y −A
+N tr

1

x−A
X

1

y −A
(−X† + ωX†A+ ω−1AX†)

〉
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In terms of W (x) (33) and of the auxiliary correlation functions (34)–(36), we can rewrite
(37) and (38)

0 = W (x, x)−Nt−1(xW (x)−N) +N(ωG(x) + ω−1Ḡ(x)) (39)

0 = W (x, y) +NH(x, y)(−1 + ωx+ ω−1y)−NωḠ(y)−Nω−1G(x) (40)

We now look at the leading behavior of (39) and (40) as N →∞. Recalling that W (x, y) ∼
W (x)W (y) ∼ N2W (0)(x)W (0)(y), we obtain equations (5) and (6):

0 = W (0)(x)2 − t−1(xW (0)(x)− 1) + ωG(0)(x) + ω−1Ḡ(0)(x)

0 = W (0)(x)W (0)(y) +H(0)(x, y)(−1 + ωx+ ω−1y)− ωḠ(0)(y)− ω−1Ḡ(0)(x)
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